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Abstract — We propose a creative system that attempts 
to replicate the process a human goes through when 
designing characters. The system takes as input a 
concept in the form of text and searches for inspiration 
on the web. Based on its findings, the system generates 
a Pokémon and gives meaning to the creature by 
assigning it a made-up name. We evaluate the system’s 
creativity using Simon Colton’s notion of the creative 
tripod and conclude that the system is capable of being 
creative. 
Index Terms — Character design, Computational 
creativity, Generative system 

1 Introduction 
Character design is the process of brainstorming, 

sketching, outlining, drawing with as end goal to obtain a 
fictional character [1]. However, when coming up with 
new character designs, there is more that goes into the 
process than creating a well-drawn figure. Good characters 
should tell a story; they have a personality and they bring 
a certain atmosphere or vibe to them [2]. A well-known 
example are Pokémon. 

Pokémon are imaginary creatures that appear in many 
different colours, shapes, and sizes. Pokémon always have 
one or two types associated with them such as fire, electric 
and dark. Masuda, the director of the Pokémon design 
team, says the following: “When designing Pokémon, not 
just from a graphic design perspective, there must be a 
reason for why it looks the way it does, and you have to 
think about why it might live in the Pokémon world.” [3]. 

According to a designer known for his contributions in 
Pokémon character design, the process of creating a new 
character can be split up into the following three phases: 
concept definition, sketching, and execution [4].  
Concept definition 

In the first phase, designers start from a concept or an 
idea and try to understand the meaning of the concept. It is 
important that the creature tries to convey a message of 
how it feels, in what environment it lives, etc. 

 
Sketching 

In this phase designers give a physical embodiment to 
the concept and explore possible designs on how to 
represent those ideas in the form of sketches. 
Execution 

In the execution phase multiple sketches are combined 
into a single final rendering. Lastly, colours and shadings 
are added to the final design. 

There are some rules that define what a Pokémon can 
and cannot be. According to an article Pokémon must 
always be living creatures [3]. For example, a Pokémon 
can be a pile of thrash, but it is made alive by for example 
giving it eyes, hands, and a mouth. In Figure 2 we can see 
the Pokémon Trubbish, which was inspired by a thrash 
bag. 

 
Figure 2: Image of the Pokémon Trubbish 

 
Pokémon also have some distinctive design 

characteristics. For instance, they always have black 
contour lines. Their base form usually has a cute 
appearance. As Pokémon evolve, the receive a more 
complex design. It is a common that the designers take 
inspiration from the real world (e.g.: animals, or objects). 

In this paper we present a creative system that 
generates Pokémon-like characters. It will go through a 
similar thought process as humans do when creating new 
characters. The system takes as input a concept in the form 
of text. The output of the system is an image and name of 
a non-existing Pokémon. The system also provides a 
degree of transparency in the decision process it went 
through to obtain its artifact. 

If we place the system in terms of the creative systems 
framework [5], we assume the universe to consist of all 
possible character designs. The conceptual space can then 
be defined as the universe minus all concepts that do not 
obey the constraints of what it means to be a Pokémon. 

In section 2, we position the system within existing 
related work. Section 3 covers the components the creative 
system in depth. Lastly, section 4 discusses how the 
system’s creativity is evaluated. 

Figure 1 Fake Pokémon, generated by the system 
presented in this paper. 
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2 Background 
For a system to be deemed creative it must exhibit 

certain behaviours. An example of a creative system is 
DARCI, which produces images that match a list of 
adjectives it is given. Although DARCI’s images are not 
related to Pokémon, it is similar in other ways. Just like 
our system, DARCI also generates an image and it can 
reflect on its work by labelling it with an adjective. Instead 
of associating an adjective to an image, our system can 
associate a type with the Pokémon it generates. DARCI’s 
creativity is evaluated using Colton’s notion of the tripod. 
According to Colton’s creative tripod, a creative system 
must exhibit three behaviours: skill, imagination, and 
appreciation. Skill refers to the fact that system’s artifacts 
must be recognizable as members of the intended domain. 
Imagination means that the system’s artifacts must be both 
authentic and they may not be the result of random 
processes. Lastly, for appreciation, a system must have a 
means to evaluate its own work. We will later demonstrate 
how our system possesses these criteria as well. 

In the field of computer-generated imagery, multiple 
papers have been written regarding Pokémon. The papers 
cover ways to either generate new Pokémon or adapt 
existing ones. One instance uses computational 
intelligence to learn how a Pokémon’s type influences its 
colours and shapes [6]. This information is then used by an 
evolutionary algorithm to create new Pokémon sprites.  

In a different paper, work was done to generate 
gameplay art assets using transfer learning [7]. The 
presented system is based on variational autoencoders and 
Generative Adversarial Networks (GAN). Given the sprite 
of a Pokémon and a type, the system produces a modified 
version such that the characteristics would correspond to 
the new type it is given. For example, if we provide their 
system with an electric Pokémon and request a fire 
Pokémon, their system will transform the original image 
into a fire Pokémon. Although the idea sounds promising, 
a lot of work must be done to obtain production ready 
results. 

Lastly, The website nokemon generates 3D images of 
fake Pokémon [8]. It obtains the most promising results 
available so far. 

The three existing methods for generating Pokémon-
themed artwork as discussed above all have the same 
objective: to create new Pokémon sprites. However, they 
differ in the way they create their artifacts. Everything is 
done using one single model that tries to generate an 
appealing piece of artwork. Still, the newly generated 

characters, do not tell a story. There is no indication on 
where the system found its inspiration or what the basis 
was for its creation. In the following sections we discuss 
how our system attempts to resolve this. 

Generative Adversarial Networks (GANs) have shown 
promising results for computationally generating images. 
However, recently, transformers language models have 
gained attention for their use in text to image generation. 
Although they were originally meant for real-time 
text/speech translation, researchers have found ways to 
apply these techniques for generating visuals as well [9]. 
Two transformer models that have achieved great results 
in text-to-image generation are DALL-E and ruDALL-E.  

DALL-E is not publicly available, but ruDALL-E is. 
The 1.3B parameter pretrained neural network takes as 
input a Russian sentence and generates an image. 

Shonenkov et al. have presented a paper on finetuning 
the ruDALL-E pretrained model using an emoji dataset 
[10]. Via finetuning, the authors keep the generalization 
ability of the pre-trained model, while changing the 
generated images to become emojis instead. We use this 
idea to obtain Pokémon images instead. 

Alongside research on generating Pokémon sprites, 
accomplishments have also been made in generating 
plausible Pokémon names. Geissler et al. present a paper 
to generate Pokémon names [11]. Many existing Pokémon 
names are a combination of two existing words that 
describe some of its characteristics. Let’s take the name 
Snorlax as an example, which is a blending between the 
words Snoring and relax. Names are made from a list of 
eight input words. The input words are split up into 
syllables and multiple plausible names are obtained by 
mixing syllables of different words. A linear model that is 
trained on existing Pokémon names selects the best 
plausible name. The system we propose incorporates this 
technique in one of its components. 

3 Description of creative system 
Proper character design shows more than just an 

appealing picture. There is a story behind the character; a 
way to see the character as a living thing. Also, character 
designers usually do not start from nothing. They take 
inspiration from other things and thus start from a concept 
or an idea. The system we propose will try to simulate this 
behaviour.  

Figure 4 presents the process the system goes through 
to obtain its artifacts. We discuss each component below. 
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Figure 3 High level overview of the different components 
 
The components of the system can be split up into 

three categories: 1) Take inspiration from the web, 2) 
Draw the image, and lastly, 3) come up with a name. The 
components are split up in this manner to emphasize the 
process a human would go through when designing a 
character.  

3.1 Inspiration from the web (Concept idea 
to Pokémon type) 

The goal of the inspiration process is to map a concept 
idea to a Pokémon type. The type the system decides on, 
will later become the type of the Pokémon it will generate. 
The system simulates taking inspiration from the web by 
searching for the concept in Google Images. It randomly 
selects one of the images it finds and uses this image as a 
starting point. Via a 5-means cluster analysis, the five most 
dominant colours are extracted from the image. 

Pokémon types can be associated to a particular 
colour. The electric type, is associated to the colour 
yellow, fire is associated to the colour red, etc. The table 
below displays to which colour types are associated. From 
the five dominant colours obtained earlier, similarity is 
checked to the colours associated to a particular type. The 
type that best matches one of the five dominant colours is 
selected. The similarity between colours is calculated via 
the Euclidean distance function using the RGB 
representation of these colours. For simplicity the system 
is limited to the following types: Water, Fire, Electric, 
Grass and Dark. 
 

Pokémon type Associated hexadecimal 
colour 

Water  #6390F0 
Fire  #EE8130 
Grass  #7AC74C  
Electric  #F7D02C  
Dark  #705746 

Table 1 Associated colours to Pokémon types. Only the 
types that are supported by the system are shown. 

 

3.2 Draw the image 
The artworks are generated using a transformer model. 

In the inspiration phase the type of the Pokémon was 
obtained. To create Pokémon designs that correspond to 
the characteristics of the requested type, the neural 
network is trained solely on the Pokémon of that particular 
type. The images used were obtained from a publicly 
available dataset of Pokémon images [12]. The dataset 
consists of over 1000 images. This corresponds to roughly 
eighty images per Pokémon type. 

We investigated multiple techniques for generating 
images, including multiple GAN architectures. Due to the 
limited size of the dataset (roughly eighty images per 
Pokémon type), training models from scratch did not give 
meaningful results. Instead, we finetuned the pretrained 
model ‘ruDALL-E’ [13] on Pokémon images. The method 
is based on Shonenkov et al.’s paper on finetuning the 
ruDALL-E model with the purpose of generating emojis 
as discussed earlier. By freezing the feedforward and self-
attention layers in the pretrained transformer model allows 
for the pretrained model to keep “knowledge about the 
world”, while adjusting the style to generate Pokémon 
images. We trained five models, one for every Pokémon 
type, each model was trained for 3000 iterations. 
Generated images are then upscaled using a publicly 
available AI-based upscaler API [13]. 

It is worth mentioning that a different approach to 
generate these images is also plausible. The website 
nokemon generates 3D images of “Fake Pokémon” 
mentioned earlier. Although the images are promising and 
incorporating this system would severely simplify this 
project, the system offers no control, nor transparency of 
the data it was trained on. 

3.3 Come up with a name 
As mentioned earlier, it is not enough for the system 

to draw an appealing character. There must be a story 
behind the character, it should have a meaning or a way to 
make people bond with the it. We attempt to recreate this 
feeling by giving the Pokémon a name that is specific to 
its characteristics. 

The name is composed based on two concepts: 1) the 
original concept-idea that was given as input to the user 
and 2) the Pokémon type the system choose earlier. The 
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name is obtained by blending two keywords together. We 
explain the blending process more in detail later. To obtain 
the two keywords that that must be blended, again an 
inspiration process is initiated. The system “gets inspired” 
by the Pokémon type it choose earlier. The system 
randomly selects a word out of a list of words related the 
original Pokémon type. A public API is used [14]. 
Blending the related word, combined with the original 
concept-idea results in a personalized name that is related 
to the Pokémon’s characteristics. 

The way words are blended is based on the paper 
written by Geissler et al. mentioned earlier [11]. Using the 
Natural Language Tool Kit (NLTK) words are split up into 
syllables. A list of new words is created by mixing 
syllables of different combinations. For example, given the 
words “starfish” and “yellow”, one of the mixed words 
could be ‘star-low”. A ranking of names is done using a 
linear classifier, trained on Pokémon names.  

The name with the highest ranking is selected as the 
name of the newly defined Pokémon. 

4 Evaluation of creativity 
To prove that our system is creative, we work in a 

similar way to how Norton et al. have evaluated DARCI 
[15]. DARCI’s creativity is evaluated by taking inspiration 
from Colton’s notion of the creative tripod [16]. Colton 
states that for a system to be creative, it must exhibit three 
behaviours: skill, imagination, and appreciation. 

Skill 
For a system to be deemed skilful, it must create 

artifacts that can be recognized as members of the intended 
domain. In the case of the Pokémon creator, this means 
that the characters it creates, should be plausible Pokémon 
designs with a suitable name. The system also shows skill 
by trying to replicate the same inspiration process a human 
could go through, when designing characters. 

Imagination 
For a system to express imagination, Norton et al. 

claim that the system’s artifacts must be authentic and they 
may not be the result of random processes. The Pokémon 
creator exhibits this behaviour by making up images and 
names that do not yet exist. 

Appreciation 
Lastly, to argue for appreciation, a system must have a 

means to reflect on its own work. The Pokémon creator 
learns to appreciate its creations by associating a type to 
the images it generates. It also shows appreciation for its 
work by coming up with an appropriate name for the 
Pokémon. 

Computational creative systems can be evaluated from 
at least four different perspectives [17]. For the evaluation 
of our system, we consider two perspectives; evaluation of 
the product as a system’s output, and evaluation of the 
process as the way it operates. Similar to DARCI’s 
evaluation process, we distinguish between internal 
evaluation (= appreciation) and external evaluation. In the 
following sections we evaluate the system externally. 

Each behaviour (skill, imagination, appreciation) of 
Colton’s tripod is evaluated. Just like in DARCI’s 
evaluation process skill and imagination are evaluated 
together because the behaviours have some overlap. 
Appreciation is evaluated separately. 

4.1 Evaluation of appreciation 
During the finetuning process, the system learns to 

show appreciation for its artifacts, by learning the type of 
the Pokémon it creates. Later, the system shows 
appreciation for its creations by assigning them a relevant 
name.  

The system’s appreciation is evaluated by first testing 
how well it can distinguish different Pokémon types. How 
the system associates types to its images is evaluated by 
two experts in Pokémon. Each expert has more than 1000 
hours of experience in Pokémon. Experts were each given 
twenty-five generated images. Participants were asked to 
label the types of Pokémon. Performance of appreciation 
is assessed by counting the ratio of correct associations, 
made by the system. The system makes a correct 
association when the experts obtain the same findings. The 
results will be further discussed in section 4.3. 

Measuring how well the system assigns made-up 
names to its creatures is not as easily calculated. This is 
because there exist multiple plausible names for a 
Pokémon. It is true that the system generates a personal 
name that is based on the characteristics of the Pokémon, 
but this name could just as well be the name of another 
Pokémon. For this reason, we cannot use the same strategy 
we used to assess how well the system associates Pokémon 
types  to images. Instead, the quality of the made-up names 
is evaluated without considering whether it is a good fit for 
the image. This is done in section 4.2., as part of the 
system’s evaluation of skill and imagination. 

4.2 Evaluation of skill and imagination 
Although, Ritchie’s criteria for evaluation of creative 

systems [18] are great for evaluating a product as the 
artifacts it produces, we have opted for a survey instead. 
By asking questions, both about the system’s artifacts and 
its process allows for evaluation of the system in terms of 
its product, but also in terms of the process the system goes 
through. 

Five Pokémon were generated by the system with the 
purpose of evaluation. No cherry picking was done. The 
system generated one Pokémon for every supported type: 
water, fire, grass, electric and dark. 

Thirty participants with prior knowledge of Pokémon 
volunteered to rate the creative system. The survey was 
performed digitally over the period of one week. Each 
participant was assigned to one Pokémon that the system 
created. The assignment was done based on the 
participant’s IP-address. This way we could make sure 
each participant could only rate one single Pokémon. 

Participants were given the name and image of one 
Pokémon. They were also given the inspiration process the 
system went through to obtain this artifact. An example of 
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what was presented in the survey is available in the 
appendix. Participants were not explicitly told that the 
Pokémon were generated by a machine to prevent bias. 

Participants were given six statements. For each 
statement they were asked whether they agreed or 
disagreed with the claim. The six statements were the 
following: 

1. I like the Pokémon. 
2. I believe the image is starting to look like 

Pokémon. 
3. I believe the image is a plausible Pokémon. 
4. I can empathize with the Pokémon. 
5. I have never seen a Pokémon similar to this 

one. 
6. I believe the steps the system goes through to 

obtain its Pokémon designs [image + name] 
are similar to how a human would perform 
character design. 

The statements were designed to cover different 
aspects of evaluation. Statements one to five review the 
quality of the systems’ artifact, while statement six 
reviews its process. Within the questions related to the 
artifact’s evaluation, questions one to four evaluate the 
system’s skill, conform to the creative tripod, while 
statement five reviews authenticity. 

The skill-level of the system could be evaluated 
differently by asking participants to compare two images. 
One image would be an existing Pokémon and the second 
image would be made up by the system. Participants would 
be asked to mark which Pokémon they believe is real and 
which one is generated by the system. We did not opt for 
this approach because this would risk potential biases in 
case the participant has prior knowledge of existing 
Pokémon. 

4.3 Effectiveness of surveys and results 
To assure the responses from the survey are 

meaningful, there must be some level of agreement 
between the different raters. For the experiment done by 
the two experts, we measure inter-rater reliability via 
Cohen’s kappa. For the survey that reflects on the system’s 
skill and imagination, Fleiss' kappa is used. The statistical 
measure is an extension of Cohen's kappa and allows for 
measuring agreement of more than two raters. 

Appreciation 
We first discuss the results from the experiment done 

by the two experts. Two domain-experts were each asked 
to label twenty-five Pokémon with a Pokémon type. The 
raters’ labels were compared to those made by the system. 
In 20 out 25 instances, rater 1 marked the images the same 
as the system. Rater 2 labelled 19 out of 25 instances 
correctly. This corresponds to an average score of 78%. 

Using Cohen’s kappa, a kappa score of 0.65 was 
obtained. This score corresponds to a substantial 
agreement between the two raters. We can thus accept the 
results obtained from the raters and claim that the system 
does indeed possess a form of appreciation. 

Skill and imagination 
We now discuss the results of the second survey. 

Participants were given six statements. For each statement 
they were asked to discuss whether they agreed or 
disagreed. Since each rater was assigned to one out of five 
Pokémon, we measured agreement between raters for each 
Pokémon individually. The kappa scores are displayed in 
the table below. 
 

Pokémon to rate # raters Kappa score 
1 – Fire 10 0.28 
2 – Electric 6 0.29 
3 – Dark 9 0.26 
4 – Grass 2 0 
5 – Water 3 0.1 
Agreement 
between all raters 

30 0.13 

Table 2 Inter-rater reliability per Pokémon. The first 
five rows display the inter-rater reliability between raters 

who were assigned the same Pokémon. The last row 
shows inter-rater reliability without taking into account 

which Pokémon the rater evaluated. 
 
From the table shown above we note a fair degree 

of agreement for the raters who evaluated fire, electric, 
or dark Pokémon. There is slight to no agreement 
between raters of the grass or water type Pokémon. We 
believe this is caused by the small number of raters in 
these two groups. From the table we also observe that 
the total agreement for all thirty raters small. This may 
be caused due the inconsistencies in quality between the 
generated Pokémon.
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Figure 4 Average score per statement 

 
The graph in figure 4 displays the average score per 

question. We note that most raters (84%) believe that the 
system exhibits some form of creativity. 74% have never 
seen a similar Pokémon (authentic). Although merely 34% 
think the image could be a real Pokémon, we observe much 
higher confidence when raters are asked whether the image 
is starting to look like a Pokémon. 47% of the raters like 
the Pokémon. Lastly, we note that 46% of participants 
believe the made-up name could be a plausible Pokémon 
name. From these results, we can conclude that the 
majority of generated images are not yet ready for 
production, but they are heading in the right direction. 

Table 3 displays the average score per Pokémon, 
assessed by the raters. High variability can be observed in 
the answers of Q3 between different groups. This 
statement tested whether the image is a plausible 
Pokémon. While most raters disagree with this statement, 
80% of participants who evaluated the fire Pokémon 
agreed. This indicates that the system can generate images 
that come close to imitating real Pokémon images. 
However, it is still inconsistent in doing so. Note that we 
cannot claim that the system is better at generating 
Pokémon of a particular type compared to another type, 
simply because only one Pokémon was evaluated for each 
type. 

 
Pokémon 
of specific 
type 

Q1 Q2 Q3 Q4 Q5 Q6 

Water 0.3 1.0 0.3 1.0 0.3 0.3 
Electric 0.5 0.5 0.3 0.2 1.0 1.0 
Fire 0.8 0.9 0.8 0.2 0.5 1.0 
Grass 0.5 0.5 0.0 0.5 1.0 1.0 
Dark 0.2 0.8 0.2 0.4 0.8 0.8 

 
Table 3 Average rating per question. The numbers 

Q1 to Q6 correspond to the six statements discussed in 
section 4.2., the scores can range from 0 to 1. A high 

value corresponds to all raters agreeing for a particular 
question. 

As we observed earlier, most participants ought the 
system to be creative. We also observed that the system’s 
artifacts are authentic and start to look like Pokémon. From 
these findings, we conclude that results are acceptable to 
claim that the system exhibits skill and imagination. Since 
the system exhibits the three behaviours, required by the 
creative tripod, we may conclude that the system is indeed 
creative. 

5 Discussion and future work 
The current system we propose tries to imitate aspects 

of the human character design process. When coming up 
with a name, there is a clear transparency from which 
concepts the made-up name originates. However, in the 
case of generated images, this is not as trivial. The 
produced outputs of our finetuned ruDALL-E models are 
the final renderings of the Pokémon. When humans 
perform character design, they do not draw a single final 
rendering in one session. They start from shapes, draw 
sketches, and colour their best sketch, which becomes the 
final rendering. The system we propose does not yet have 
this behaviour. We have put some initial steps towards 
achieving this goal by splitting the image generation into 
two parts: firstly, sketching and secondly colouring, as an 
attempt to get closer to imitating the human character 
design process. We finetuned the ruDALL-E pre-trained 
model on sketches of Pokémon. The dataset of Pokémon 
sketches was obtained by applying the XDoG filter to the 
original data discussed earlier. Liu et al. apply this 
technique in the auto-painter tool [19]. We tried multiple 
techniques for colouring the sketches and although some 
techniques showed promising results, the coloured images 
did not have the typical Pokémon style. We investigated 
three techniques: style-transfer by NVIDIA, a publicly 
available auto colour API that was trained on anime 
images and training a conditional GAN. The appendix 
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displays the results of generated sketches and some of their 
coloured variants as well. 

We wish to briefly discuss the possibility of a feedback 
loop. As we mentioned earlier, the size of the training 
dataset is limited due to number of Pokémon that currently 
exist. We suggest that part of the generated images could 
be reused in the training process to obtain a better neural 
network. 

6 Conclusion 
We have presented a system that incorporates aspects 

of character design similar to the process a human would 
go through. This was done by allowing the system to 
simulate taking inspiration. The generated artifacts were 
Pokémon creatures, that were inspired based on images it 
found on the web. The system also tried to give meaning 
to the character by coming up with a personalised name 
that is based on the characteristics of the Pokémon. We 
evaluated the system’s creativity using Colton’s creative 
tripod.  

The system’s appreciation was evaluated by two 
Pokémon experts who each rated how well the system 
associated a type to an image. We observed that on average 
76% of the generated images from the system image to 
type associations were in line with those of the experts. We 
evaluated systems skill and imagination with a six question 
survey survey, done by thirty participants. We observed 
that the system’s artifacts were believed to be authentic, 
while also images were starting to look like real Pokémon. 
Raters also believed the system’s process to be creative. 
Since the system exhibits the three behaviours, required by 
the creative tripod, we concluded that the system is indeed 
creative 

7 References 
[1] “Character Design: What It Is and Why It’s 

Important,” Mograph Mentor, Jun. 24, 2021. 
https://www.mographmentor.com/education/charac
ter-design-what-it-is-and-why-its-important/ 
(accessed Jun. 29, 2022). 

[2] “Character Design - Everything You Need to 
Know,” NFI, Dec. 13, 2021. 
https://www.nfi.edu/character-design/ (accessed 
Mar. 07, 2022). 

[3] K. Hilliard, “Here’s How Game Freak Designs 
Pokémon Creatures,” Game Informer. 
https://www.gameinformer.com/b/features/archive/
2017/08/10/heres-how-game-freak-designs-
pokemon-creatures.aspx (accessed Mar. 05, 2022). 

[4] Subjectively, How to Draw in the Pokemon Style, 
(Feb. 21, 2019). Accessed: Mar. 05, 2022. [Online 
Video]. Available: 
https://www.youtube.com/watch?v=BYrUE17Sgd
A 

[5] G. A. Wiggins, “A preliminary framework for 
description, analysis and comparison of creative 
systems,” Knowl.-Based Syst., vol. 19, no. 7, pp. 

449–458, Nov. 2006, doi: 
10.1016/j.knosys.2006.04.009. 

[6] A. Liapis, “Recomposing the Pokémon Color 
Palette,” in Applications of Evolutionary 
Computation, Cham, 2018, pp. 308–324. doi: 
10.1007/978-3-319-77538-8_22. 

[7] A. Gonzalez, M. Guzdial, and F. Ramos, 
“Generating Gameplay-Relevant Art Assets with 
Transfer Learning,” ArXiv201001681 Cs, Oct. 
2020, Accessed: Mar. 22, 2022. [Online]. 
Available: http://arxiv.org/abs/2010.01681 

[8] “Generate Fakemon using AI.” 
https://nokemon.eloie.tech/ (accessed Apr. 21, 
2022). 

[9] R. Merritt, “What Is a Transformer Model?,” 
NVIDIA Blog, Mar. 25, 2022. 
https://blogs.nvidia.com/blog/2022/03/25/what-is-
a-transformer-model/ (accessed Jun. 30, 2022). 

[10] A. Shonenkov, D. Bakshandaeva, D. Dimitrov, and 
A. Nikolich, “Emojich -- zero-shot emoji 
generation using Russian language: a technical 
report.” arXiv, Jan. 12, 2022. doi: 
10.48550/arXiv.2112.02448. 

[11] D. Geissler, E. Nguyen, D. Theodorakopoulos, and 
L. Gatti, “Pokérator - Unveil your inner Pokémon,” 
in Proceedings of the 11th International 
Conference on Computational Creativity 
(ICCC’20), 2020, pp. 500–503. Accessed: Mar. 23, 
2022. [Online]. Available: 
https://research.utwente.nl/en/publications/pok%C3
%A9rator-unveil-your-inner-pok%C3%A9mon 

[12] “Category:Pokémon Dream World artwork - 
Bulbagarden Archives.” 
https://archives.bulbagarden.net/wiki/Category:Pok
%C3%A9mon_Dream_World_artwork (accessed 
Jul. 02, 2022). 

[13] “AI Image Upscaler - Upscale Photo, Cartoons in 
Batch Free.” https://imgupscaler.com/ (accessed 
Jul. 02, 2022). 

[14] “Related Words - Find Words Related to Another 
Word.” https://relatedwords.org/ (accessed Jul. 02, 
2022). 

[15] D. Norton, D. Heath, and D. Ventura, “Finding 
Creativity in an Artificial Artist,” J. Creat. Behav., 
vol. 47, pp. 106–124, Jun. 2013, doi: 
10.1002/jocb.27. 

[16] S. Colton, Creativity Versus the Perception of 
Creativity in Computational Systems. 2008, p. 20. 

[17] S. Colton, A. Pease, C. Guckelsberger, J. 
Mccormack, and M. T. Llano, “On the Machine 
Condition and its Creative Expression,” 2020. 

[18] G. Ritchie, “Some Empirical Criteria for 
Attributing Creativity to a Computer Program,” 
Minds Mach., vol. 17, no. 1, pp. 67–99, Mar. 2007, 
doi: 10.1007/s11023-007-9066-2. 

[19] Y. Liu, Z. Qin, Z. Luo, and H. Wang, “Auto-
painter: Cartoon Image Generation from Sketch by 
Using Conditional Generative Adversarial 



 8

Networks,” ArXiv170501908 Cs, May 2017, 
Accessed: Mar. 22, 2022. [Online]. Available: 
http://arxiv.org/abs/1705.01908 

[20] “Petalica Paint.” https://petalica-
paint.pixiv.dev/index_en.html (accessed Jul. 02, 
2022). 

[21] “Arbitrary Style Transfer in the Browser.” 
https://reiinakano.com/arbitrary-image-stylization-
tfjs/ (accessed Jul. 02, 2022). 

  



 9

8 Appendix 

 
Figure 5 Example evaluation form 
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Figure 6 Dark type Pokémon, generated by the finetuned ruDALL-E model  
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Figure 7 Fire type Pokémon, generated by the finetuned ruDALL-E model  
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Figure 8 Electric type Pokémon, generated by the finetuned ruDALL-E model  
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Figure 9 Grass type Pokémon, generated by the finetuned ruDALL-E model  
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Figure 10 Water type Pokémon, generated by the finetuned ruDALL-E model  
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Figure 11 Pokémon generated by the finetuned ruDALL-E model using dataset of Pokémon sketches 
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Figure 12 Pokémon generated by the finetuned ruDALL-E model using dataset of Pokémon sketches 

 
 
 

   
Figure 13 Sketches that were coloured in using different computational techniques. The first two images were coloured in 

using Petalica [20]. The third image was coloured in via style transfer [21]. The requested style was the image of an existing 
Pokémon. 

 
 
 


